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utonomous vehicles have long 
ignited the American imag-
ination. Increasingly, they 
have caught the attention of 
lawyers and judges as well.

The integration of autonomous vehi-
cles (AVs) represents a startling shift 
for society and is expected to disrupt 
a range of social and economic sys-
tems. Drivers, insurance companies, 
AV manufacturers, and government 
officials will look to the legal system 
to navigate this uncharted terrain and 
to settle the criminal and civil disputes 
that will inevitably arise.

Judges will play an integral role in 
this process. While juries will certainly 
be responsible for determining the 
outcome of many of these cases, judges 
can and will be the final arbiters in sit-
uations where a jury is not deemed 
necessary. And judges’ decisions 
regarding admissibility of evidence, 
appropriateness of expert testimony, 
and a host of other substantive and 
procedural issues will undoubtedly 
affect these cases. 

How and what do judges think about 
AVs? Recent scholarship has identi-
fied a need for judges to learn more 
about the emerging technologies that 
are likely to become the focus of new 
cases.1 However, until now, academic 
literature has not examined judges’ 
existing perceptions and attitudes 
regarding AVs. 

Judges play a critical role in the 
introduction of any new technology, 
particularly when that technology is 
implicated in accidents or when it con-
flicts with existing technologies. One 
might assume that judges would tend to 
look less favorably upon new technol-

ogies, perhaps because the technology 
is unfamiliar and seems to bring with it 
a host of legal problems. History, how-
ever, teaches differently. At the dawn of 
the automobile era in the early 20th cen-
tury, when horse-drawn carriages were 
still omnipresent, judges were often 
tasked with the decision of whether to 
attribute blame for an inci-
dent to an automobile or to a 
horse’s response to an auto-
mobile.2 Although judges 
could have found fault with 
the new technology, their 
rulings affirmed automobiles 
as a lawful means of partic-
ipation in traffic, setting the 
expectation that carriage 
drivers would adjust to new 
motorized traffic patterns.3 
It is easy to see how blaming 
automobiles for disrupting 
horse traffic might have had a chilling 
effect on the introduction of this new 
technology.

AUTONOMOUS VEHICLES AND LIABILITY
According to the National Highway 
Traffic Safety Administration (NHTSA), 
36,096 people were killed in car 
crashes in 2019.4 A 2018 study showed 
that a staggering 94 percent of crash-
ers were caused by driver error (the 
remaining 6 percent were caused by 
manufacturer defects in the automo-
bile, environmental interventions, 
or unknown reasons).5 Despite a few 
highly publicized crashes involving 
AVs,6 driverless vehicles are well posi-
tioned to reduce this number.7

But AVs will create complex legal 
questions. In an automobile crash 
with one or more AVs, legal liabil-

ity for the crash will be murky. Juries 
will be required to determine whether 
a person is at fault for intervening, or 
perhaps for not intervening. Civil lia-
bility cases will determine whether 
AV manufacturers or the manufac-
turers of subcomponents are at fault. 
Artificially intelligent systems may 

be scrutinized for decision-making 
processes that result in one fatality 
to the benefit of another who is left 
unharmed. Additional complexities 
arise in cases where an AV collides 
with a vehicle driven by a person. 

Opinions are mixed regarding 
whether the existing legal framework 
is sufficient to adjudicate AV cases.8 One 
option is to treat AVs like entirely new 
products, creating new laws to define 
what is expected of AV manufacturers 
and identifying guidelines for liability.9 
Other scholars have proposed ways of 
integrating AV technology into exist-
ing laws. For example, Sophia Duffy 
and Jamie Hopkins have proposed 
looking to canine law as a viable solu-
tion for AVs: Owners would be liable 
for their vehicles, but only if the owner 
had sufficient information about the u

A
One option is to treat AVs like 
entirely new products, creating  
new laws to define what is  
expected of AV manufacturers 
and identifying guidelines for 
liability. Other scholars have 
proposed ways of integrating AV 
technology into existing laws.
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vehicle to know that it was dangerous 
and thus demonstrated negligence in 
the vehicle’s operation.10 Kyle Colonna 
has similarly suggested that current 
liability structures are helpful in this 
context, comparing AVs to automated 
transportation systems like elevators 
(largely out of the passengers’ control), 
airplanes (which have been using auto-
pilots for most of the 20th century), or 
trains and trams (which often run with 
minimal or no human supervision).11 
The current tort system handles such 
cases with relative ease.12 Researchers 
have also proposed “no liability” sys-
tems, where national tax-supported 
insurance funds reimburse injured 
parties without determining fault, thus 
removing potential liabilities from AV 
manufacturers and AV drivers while 
promoting the production and adop-
tion of AVs.13 

Against this backdrop, states have 
begun to respond to the explosion in 
AV technology by proposing new leg-
islation and issuing executive orders.14 
As of July 2020, 40 states and the 
District of Columbia had determined 
that self-driving vehicles are street 
legal in some capacity.15 To date, 256 
laws have been passed across the coun-
try pertaining to AV use,16 with every 
indication that more will come.17

Another common line of research 
inquiry for AV technology revolves 
around autonomy and privacy. 
Researchers have noted that AV tech-
nology might eventually curtail driver 
autonomy by removing features that 
would allow humans to take control 
over their vehicles.18 Additionally, 
scholarly sources describe how AV data 
collection will likely include a driver’s 
destination history, future itinerary, 
and more.19 For example, information 
about where a car is parked could be 
used to extrapolate personal informa-
tion about an AV owner or user, such 

as wealth or purchasing habits.20 While 
there are questions about the scope of 
the information gathered and who will 
have access to that information, there 
is a looming concern that private indus-
try and government organizations 
could use this data inappropriately and 
to the detriment of end users.21

Despite the diverse range of opinions 
and propositions regarding the inte-

gration of AVs into the legal system, 
there is little research that assesses 
judges’ knowledge of AVs, or their 
perceptions of current law governing 
AV-related legal issues. Such research 
would illuminate a population that 
will wield tremendous influence over 
the application of current law to cases 
involving AVs. Moreover, judges might 
have insight into which legal frame-
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works are currently sufficient and 
which might need further elaboration. 
Finally, assessing judges’ knowledge 
about AVs can help identify opportu-
nities for continuing education efforts, 
training, or outreach programs.

WHAT DO JUDGES KNOW ABOUT  
AUTONOMOUS VEHICLES?
To assess judges’ knowledge and 
beliefs regarding AVs, we convened 
three focus groups during the second 
quarter of 2019. These focus groups 
included judges who attended courses 
at the National Judicial College (NJC), 
an international center for judicial edu-
cation associated with the University 
of Nevada, Reno. The judges came 
from different jurisdictions around 
the United States and were in Reno for 
two weeks to attend courses in general 
jurisdiction (a course for new judges), 
impaired-driving case essentials, and 
an advanced specialty course devoted 
to traffic law. The opportunity to par-
ticipate in a lunch-hour focus group 
was relayed to them by the coordina-
tors of the respective courses. For two 
focus groups, judges were invited to 
join the researchers in a nearby con-
ference room after their lunch. For one 
of the three focus groups, we provided 
volunteer judges with a light lunch. We 
provided no incentives or compensa-
tion for participants. Approximately 30 
judges were surveyed in total. Though 
demographic self-descriptions were 
not solicited, about a quarter of the par-
ticipants were women. Each meeting 
was approximately 45 minutes long, 
though some participants joined while 
the discussion was already in progress. 

The format involved the moderator 
asking broad questions that defined a 
topic of discussion, though the judges 
occasionally took the discussion in 
directions not previously anticipated 
by the researchers. In each of the three 

sessions, a faculty member and a grad-
uate student took notes on the content 
of the discussion. Sessions were not 
recorded. The primary topics of dis-
cussion were the benefits and harms 
of AVs; privacy regarding AV data; 
cybersecurity and terrorism; current 
laws and the potential adoption of new 
laws; liability; and the potential for 
legal problems in the future, especially 
during a time of transition when both 
non-autonomous and autonomous 
vehicles share the road. 

As a group, the judges were approach-
able, talkative, and 
engaged, and they 
showed consider-
able interest in the 
topic of AVs. While 
none of the judges 
had presided over 
an AV case, they 
showed an acute 
ability to take a 
broad topic related 
to AVs (e.g., liability) and narrow the 
scope of inquiry to its ethical consider-
ations and its relationship to existing 
legal frameworks. Interestingly, the 
judges often touched upon the same 
topics that legal and behavioral scholars 
describe in existing literature on AVs. 

The following is an overview of our 
findings regarding the judges’ attitudes 
towards AVs and the incorporation of 
AVs into society.

Adoption, Benefits, and Harm
Overall, the judges were very optimis-
tic about the integration of AVs into U.S. 
society as well as societies through-
out the world. Although one judge 
expressed skepticism about whether 
or not people would adopt AVs, the rest 
seemed to take for granted that AVs 
would be commonplace in the future. In 
general, the judges expressed optimism 
about the incorporation of AVs into 

modern society, and generally did not 
reveal the kind of hesitation sometimes 
expressed by members of the public.22

The judges were also optimistic 
about the effects of this transition. 
They were keenly aware of the dan-
gers of automobiles and familiar with 
statistics for vehicle fatalities as well 
as the causes of those fatalities. Nearly 
all of the judges believed that AVs 
would decrease traffic fatalities sub-
stantially and would improve mobility 
for older Americans. During two of 
our focus groups, some judges shared 

that they themselves would be prime 
beneficiaries of this new technology 
because of their advanced ages. These 
positive observations offer a differ-
ent view than much of the existing 
research, which focuses on humans 
losing their autonomy by delegating it 
to their vehicles.23

The judges also believed that AVs 
would be influential in the shipping 
and delivery industries, but they were 
more cautious around this issue. They 
expressed concern about the loss of 
jobs inherent in such a transition and 
suggested that training might be nec-
essary to help displaced workers 
find alternative sources of employ-
ment. However, none of the judges 
was strictly opposed to the adoption 
of autonomous shipping or delivery 
trucks. Rather, the judges believed that 
these changes were inevitable and that 
people would have to adapt to techno-

Researchers have noted that AV 
technology might eventually curtail 
driver autonomy by removing features 
that would allow humans to take 
control over their vehicles.
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logical progress. Beyond a fascination 
with the technology itself, the judges 
quickly moved to the broader societal 
impact of this technology.

Data, Privacy, and Security
Each focus group raised questions 
about data, privacy, and security. The 
judges expressed concern about how 
data generated by AVs would be man-
aged. In particular, they were wary 
of companies taking too much con-
trol over data in cases where that data 
might illuminate the causes behind an 
AV crash. One judge suggested that AV 
manufacturers might want to keep such 

data from the public, as a way of hiding 
the manufacturers’ own culpability for 
the incident or to keep trade secrets 
from other AV manufacturers. In mul-
tiple meetings, judges brought up the 
idea that federal organizations like the 
NHTSA or the National Transportation 
Safety Board (NTSB) might need to 
assume responsibility for regulating 
AV manufacturers and perhaps pro-
vide guidelines about how data from 
accidents could be retrieved, such as 
via a “black box”-type system similar 
to those currently used in aircraft. This 
would give the justice system access 
to some basic information about an AV 
at the time of an incident, such as the 
location, speed at the time of the crash, 
and route information. One judge, who 
also had ample experience as an acci-
dent investigator, pointed out that in 

the current legal system governing 
automobile accidents, there is neither 
a commonly agreed-upon data format 
nor a consistent policy for sharing data 
with government entities, automobile 
manufacturers, or the people involved 
in the accident. Clear standards and 
formats for accident-related informa-
tion, as well as the distribution of that 
information, could help elucidate civil 
liability in future AV-related accidents.

The judges also had questions about 
who owns the data generated by AVs. It 
was presumed that AV manufacturers 
would control the majority of the data. 
The judges did not have a consensus 

opinion about what 
manufacturers could 
do with the data or 
what rights individ-
ual drivers should 
have regarding data 
they specifically 
produce. Similarly, 
judges were some-
what reticent about 
expressing strong 

opinions about who owned this data 
or who should have access to it. They 
compared it to other forms of techni-
cal data, such as cell phone or personal 
computer data, which often require 
a warrant in order to be reviewed. 
However, the judges generally did 
not express a position on whether a 
warrant could be issued to an AV man-
ufacturer for personal data without 
the AV driver’s consent.

Perhaps the most important issue 
to judges was that of data security. 
In each of our meetings, at least one 
judge brought up cybersecurity and 
the potential for hacking AVs. This was 
described in terms of national security, 
with concern over whether a hacker 
could infiltrate an entire fleet of cars 
to cause large scale traffic accidents 
all over the country at the same time. 

The judges also voiced concerns about 
a so-called “lone wolf” terrorist attack 
via a car programmed to deliver an 
explosive device or to run into a crowd 
of people. 

Broadly speaking, alongside any pre-
viously expressed optimism, the judges 
identified a number of different arenas 
in which AVs would pose privacy and 
security challenges. 

Liability
The judges predicted several areas of 
potential legal issues regarding lia-
bility. They specified the need for a 
“bright-line distinction” in liability 
cases between situations in which the 
AV (i.e., the vehicle’s artificial intel-
ligence) is in control, and those in 
which a human being is in control of 
the vehicle. One of the judges posited 
that if the vehicle is in control, then 
the vehicle is the driver and must be 
treated as such in terms of attribution 
of blame. Some of the judges simi-
larly believed that, in the case of fully 
autonomous vehicles without driver 
control, liability would solely fall on 
the manufacturer. However, the judges 
wondered whether AV users could be 
liable for an accident if they had not 
kept the vehicle’s software up to date. 

The judges stated that determining 
liability in cases could become increas-
ingly difficult, especially if many AVs are 
connected and transmitting informa-
tion to one another, which could mean 
that AV systems not directly involved in 
an accident could nevertheless be com-
plicit in negative outcomes. They also 
expressed concern that new laws might 
target AV end-product manufacturers 
with “deep pockets,” rather than con-
tracting companies or component part 
manufacturers that might be more cul-
pable but less financially affluent.

Additionally, the judges wondered 
if we would move to a system where 

Perhaps the most important issue 
to judges was that of data security. 
In each of our meetings, at least one 
judge brought up cybersecurity 
and the potential for hacking AVs. 
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only vehicles, rather than drivers, are 
insured. Such a system could create 
perverse incentives, since it could be 
financially detrimental for a human 
to take control of an AV, even if the 
AV was functioning in an obviously 
irrational manner. However, judges 
pointed out that this system might 
benefit the trucking industry by reduc-
ing trucking companies’ potential 
liability, to the extent that AV systems 
were less likely to cause damage for 
which trucking companies would be 
deemed responsible.

Judges were consistently cautious 
about making any sweeping asser-
tions about liability, preferring instead 
to examine liability on a case-by-case 
basis. This affirms the need within AV 
social science research for specific 
case vignettes rather than generic 
questions regarding fault. Matters of 
liability, especially when and how that 
liability is attributed to drivers, own-
ers, and manufacturers of a vehicle, are 
better evaluated in specific contexts.

New Laws and the Judicial System
The judges generally believed that 
expert witnesses in AV cases would 
be evaluated by juries in much the 
same way they are now in other com-
plex cases involving medical, scientific, 
or technical witnesses. The judges 
believed that it would remain the 
attorneys’ responsibility to provide 
witnesses that could be persuasive and 
comprehensible in order for juries to 
fully understand the background of an 
AV accident and to determine any legal 
ramifications.

One judge expressed concern that 
AVs might be programmed in such a 
way that AVs would end up demon-
strating a racial bias. Specifically, the 
judge wondered whether, if minori-
ties were under-represented during 
software development, perhaps due to 

developers’ implicit biases, that such 
biases would be reflected in how the 
software interacted with the world. It 
is plausible that complex deep learn-
ing systems that require extensive 
training can demonstrate biases when 
the training data sets do not demon-
strate sufficient diversity.24 Such a 
misstep could perhaps result in an AV 
being more likely to hit racial minority 
pedestrians than white pedestrians. 

The judges were somewhat divided 
on the issues of intoxication and AVs. 
Most judges thought that AVs would 
reduce incidents of people driving 
under the influence of alcohol or drugs. 
But judges disagreed on whether the 
law should permit an AV passenger to 
be intoxicated in a fully autonomous 
vehicle. Some judges believed that, 
because the car is presumably a supe-
rior driver, intoxicated passengers are 
within their right to be driven home by 
a vehicle with no oversight. However, 
other judges believed that the primary 
passenger in an AV is the responsible 
party and therefore must be coherent 
enough to take the reins from the AV in 
the event that it malfunctions. Within 
the available time, focus group discus-
sions never reached consensus on this 
issue, suggesting that this might be a 
difficult hurdle for the legal system in 
the future.

Old Laws and New Technology
The majority of judges stated without 
equivocation that new laws are needed 
to deal with issues specific to AVs. If 
drivers cannot be assumed to be in con-
trol of their own vehicles, determining 
who the responsible party is in an acci-
dent will likely become more difficult. 
A few judges believed that existing lia-
bility laws might be able to cover some 
instances of AV accidents. Most judges 
agreed that during a transitional 
phase, while AVs are slowly adopted 

over time, current legal frameworks 
could be adapted to the legal issues 
posed by AVs to create a standard-set-
ting body of case law. That said, the 
majority of judges believed that new 
federal legislation would be needed to 
prevent state laws from developing in 
incompatible and inconsistent ways. 
They believed that the initial period of 
mass introduction of AVs would pose 
the greatest challenge for the judicial 
process because new legal frameworks 
would just have started to evolve. Once 
AVs are normalized and commonplace, 
judges said, the judicial system is likely 
to become adequately equipped to deal 
with AV cases. 

In sum, although judges agreed that 
the judicial system will adapt, there 
was also agreement that some level 
of legal uncertainty will persist until a 
new body of law develops. 

Emerging Problems and Future 
Opportunities
Key points emerged from our study, 
many of which suggest future oppor-
tunities for education and research: 

•	 Additional laws must be created to 
deal with the future incorporation 
of AVs into society and the inevi-
table accidents that will occur as a 
result. There are difficult questions 
ahead regarding liability in AV acci-
dents, data privacy and security, and 
legal standards regarding substance 
use for AV passengers. New laws 
may preempt some of these issues 
before they enter the courtroom.  

•	 Widespread adoption of AV tech-
nology will impose massive chang-
es for courts across the country. 
Currently, the majority of auto-
mobile cases before municipal and 
similar courts (e.g., tribal courts) 
relate to traffic issues. If AV tech-
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nology succeeds in making driving 
safer and rule violations less fre-
quent, caseloads are likely to drop, 
perhaps to the extent that courts 
currently inundated with such cas-
es will need less funding and staff. 

•	 Objective AV data will provide more 
transparency regarding which party 
is at fault and could motivate peo-
ple to settle some disputes without 
the involvement of the legal sys-
tem. As a consequence, only the 
most complicated and difficult cases 
would require full adjudication by 
courts — meaning judges and legal 
personnel will need to be particu-
larly knowledgeable in this area. 

•	 Judges need more education re-
garding AV technology and the 
types of legal issues that will 
arise in the near future. Now is an  
excellent time to educate judges  
— before AVs have been widely ad-
opted. The judges in our focus group 
were receptive to learning more 
about AVs and related legal and phil-
osophical issues. Based on our sam-
ple, we predict that many judges 
from around the country would be 
excited to participate in training and 
education related to autonomous ve-
hicles if given the opportunity. Law 

students are more likely than ever 
to learn about legal issues involving 
technology and artificial intelligence 
in law school, but because of evolv-
ing technologies their knowledge 
will likely be outdated by the time 
they become judges. Judges should 
have the opportunity to expand 
their knowledge about AVs as part 
of judicial education requirements 
that exist in most jurisdictions.25 

•	 Although there has been a steady 
stream of scholarship at the inter-
section of law and AV technology 
within the past few years, there is 
a surprising dearth of research that 
actually incorporates legal officials. 
We posed broad questions to our 
focus group; additional research 
is needed to focus on specific legal 
issues that may arise. We encour-
age more in-depth research with 
judges in order to illuminate the 
thought processes of these deci-
sion-makers and to give this topic 
the directed attention it deserves. 

•	 Researchers are just beginning to 
examine how people attribute blame 
and responsibility for autonomous 
vehicle crashes and artificially in-
telligent systems more broadly.26 
We encourage this research and its 

application to groups relevant to 
the legal domain, specifically judges. 
Judges will be key players in chart-
ing a new path for AVs in society 
and the law. 
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